PRECONDITIONED IMPROVED BI-CONJUGATE GRADIENT IN NONLINEAR ANALYSIS OF SPACE TRUSSES
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ABSTRACT

Different methods for analyzing nonlinear systems have been proposed. Most of them are not fast enough and also fail to deal with particular set of equations like nonlinear analysis of structures. In this paper, the preconditioned biconjugate gradient (PBCG) is combined with the Newton-Raphson method to reduce the convergence time of each iteration in nonlinear solution process. This algorithm replaces the procedure of inverting the tangent stiffness matrix with a new iterative method to solve the linearized system of equations. Also a new method is introduced to reduce computational time by applying preconditioning to the improved biconjugate gradient method. The proposed method is useful to analyze complex behavior structures, including unloading, snap-through buckling, and inelastic post-buckling analyses. In this paper a new preconditioner is proposed which is suitable for nonlinear analysis of structures. Results show that using the new methodology maintains the accuracy in an acceptable level while reduces computational cost and time, significantly.
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1. INTRODUCTION

Recently, many practicing engineers tend to analyze nonlinear structures; in addition the linear analysis of structures has become insufficient for most structural engineering applications. So in the last decades, the analysis of non-linear problems became a noticeable subject. One powerful approach to evaluate the response of a structure to a set of successive loads is the Newton-Raphson method. When the solution is close to a limit point, this method diverges [1]. A limit point describes the turning point for the equilibrium path of a
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structure, which can be further regarded as the transition point from stable to unstable equilibrium states or vice versa [2]. Many solution algorithms and combined methods have been presented to overcome this limitation. Kwasniewski [3] proposed the complete equilibrium paths for several Mises trusses. Riks [4] suggested the arc-length method, and Crisfield [5] proposed several different versions of that method by updating constraint equations. To study snap-through buckling problems Bellini [6] suggested a simple mathematical model. Ragon et al. [7] compared three algorithms for tracing nonlinear equilibrium paths of structural systems. Eriksson [8] introduced several path-following procedures, based on expressions from analytical elastic stability theory for geometrically nonlinear structural analysis. Several analytical techniques have been used by researchers to analyze the behavior of trusses. A modified normal flow algorithm has been applied by Saffari et al. [9] to study nonlinear behavior in truss structures. This method was applied to several applications [9, 10, 11]. The Newton-Raphson method advanced by many iterative methods [12, 13, 14]. Papadrakakis and Gantes [15] presented some procedures to shorten the Newton-Raphson method. Greco et al. [16] suggested a new geometric non-linear formulation for space truss analysis that works with nodal positions rather than nodal displacements. The normal flow algorithm was also used by Tabatabaei and Saffari [10] to study large strain analysis of planer frames. Thai and Kim [17] introduced the large-deflection inelastic analysis of space trusses using both geometric and material nonlinearities. An amazing procedure for nonlinear analysis of structures presented by Saffari and Mansouri [18] which accelerates the convergence rate. Saffari and Mansouri [18] used a mathematical method which was named the two-point method, to attain the convergence state. Saffari et al. [19] also applied an algorithm namely three-point enables to pass the limit points with low computational cost. Researchers presented various methods of enhancement of analysis. Cadou et al. [20] evaluated two convergence accelerating techniques known as the modified minimal polynomial extrapolation method (MMPE) and the Pade approximants. The homotopy perturbation method was proposed to reduce the computational time for elasto-plastic analysis of frames by Saffari et al. [21]. Saffari et al. [22] used an eight-order convergence method to achieve faster convergence. In most solution methods which are described earlier, the efficiency of methods developed were dominated by their mathematical features.

At the present time, the conjugate gradient (CG) method is a well-known and favored iterative method for solution of large systems of equations [23, 24, 25]. One of amazing aspect is that the method reaches a satisfactory accuracy even if the size of the matrix is large [26].

Papadrakakis and Gantes [15] employed procedures for the solution of large-scale nonlinear equations. They employed a conjugate gradient method in the solution procedure, which was halted at the limit point though.

Saffari et al. [27] combined the Newton-Raphson method with three algorithms and concluded that biconjugate gradient (BCG) method is a more effective scheme to be coupled with the Newton-Raphson method in nonlinear analyses of structures. They also improved BCG method for solving a system of nonlinear equations which reduces the computational time and the number of iterations.

The BCG is an iterative method which is used widely in science and engineering problems. The performance of this method can be dramatically increased if it is applied with
a suitable preconditioner [28].

Usually, iterative methods are applied with a preconditioner \((M)\) so, they are applied to the system \(Mx = Mb\), where \(M\) is a matrix which approximates in some sense the inverse of \(A\), and \(M\) should be easy to compute [29].

This paper is concerned with a new approach using preconditioning for solving linear part of the problem. The preconditioning technique is applied to the improved BCG which can directly solve the nonlinear system of equations. Our goal is to develop a suitable preconditioned algorithm for the nonlinear analysis of structures. A computer program was presented that incorporates the PBCG method and the Preconditioned Improved BCG method using three kinds of preconditioner.

2. NONLINEAR ANALYSIS OF TRUSSES

2.1 Geometrically nonlinear analysis
Elementary information can be found in [30].
The equations of equilibrium of system can be shown as

\[
\{ f(u) \} = \{ P \}
\]

(1)

The resultant of the nodal internal forces is \(\{ f(u) \}\) and \(\{ P \}\) represents the external nodal loads. The member force deformation relationships indicate that \(\{ f \}\) is a highly non-linear function of \(u\).

In accordance with load-deflection relations, it is rarely possible to explicitly solve these equations. The differential form of above equation is

\[
[\tau]\{\Delta u\} = \{\Delta P\}
\]

(2)

In which, \(\{\Delta u\}\), \(\{\Delta P\}\) and \([\tau]\) stands for increments, load and the system tangent stiffness matrix respectively.

2.2 Material nonlinearity analysis
The exactitude in the structure inelastic response depends on the accuracy of the member’s load-displacement relationship used in the analysis. To predict the nonlinear behavior of space trusses a number of models have been introduced. In this paper, a stress–strain relationship was suggested by Hill et al. [31] which is adopted to predict the inelastic post-buckling behavior of the trusses.

To calculate the internal force of the truss member in local coordinates the axial deformation is used. It is denoted by \(u\), such that \(u = L_2 - L_1\)

Where \(L_1\) and \(L_2\) is the length of the member before and after deformation.

In elastic case:
In inelastic case:

- For tensile members:

\[ Q = \begin{cases} \frac{AE}{L}u & \text{for } u < u_y \\ \frac{AF_y}{L}u & \text{for } u \geq u_y \end{cases} \]  

(4)

Where \( F_y \) denotes yield stress and \( u_y = F_y L / E \).

- For compressive members:

\[ Q = \begin{cases} \frac{AE}{L}u & \text{for } |u| < u_y \\ Q_l + (Q_{cr} - Q_l) e^{(X_1+X_2 \sqrt{|u|}/L)} & \text{for } |u| \geq u_y \end{cases} \]  

(5)

Here \( Q_{cr} = \pi^2 E I / L^2 \) (\( I \) = weak axis moment of inertia) and \( Q_l \) is the asymptotic lower stress limit defined as \( Q_l = r Q_{cr} - u_{cr} = Q_{cr} L / (AE) \) is the corresponding critical buckling displacement.

\( u' \) is defined as \( u' = u - u_{cr} \). Parameters \( X_1 \) and \( X_2 \) are constants and depends on the slenderness ratio of the compressive members.

When a member is in compression state and \( u \geq u_{cr} \) for the inelastic case, the tangent modulus, \( E_t \), has to be used in place of \( E \). The tangent modulus is obtained by:

\[ E_t = -\frac{1}{A} (Q_{cr} - Q_l) e^{(X_1+X_2 \sqrt{|u'|}/L)} L (X_1+\frac{3}{2} X_2 \sqrt{|u'|}) \]  

(6)

The unloading path of the buckled members in the inelastic range is shown in Figure 1. So, if
loading path reaches point A, the member behavior follows relations in Eq. ((4)).

3. PRECONDITIONING

In spite of essential request of iterative techniques in industrial applications for solving large linear systems, these methods simply rejected due to their less robustness than direct solvers. Preconditioning improves both the robustness and efficiency of iterative methods [28]. Preconditioning is a means of transforming the system of equations into another system with more favorable properties for iterative solution. A preconditioner is a matrix that effects such a transformation [32].

The idea behind preconditioning is to replace $Ax = b$ by

$$M^{-1}Ax = M^{-1}b$$

Or

$$AM^{-1}u = b, \quad x = M^{-1}u$$

A matrix which approximates $A$ in some sense is the preconditioner $M$. The preconditioned algorithms all need a linear system solution with the matrix $M$ at each step so the preconditioner ($M$) should be chosen in a way which is inexpensive to solve linear systems $Mx = b$ [28].

A good preconditioner $M$ should have these properties:

1) The preconditioned system should be easy to solve which means the preconditioned iteration should converge rapidly

2) The preconditioner should be cheap to construct and apply.

These two requirements are in competition with each other. It necessitates to strike a balance between the two needs [32].

Finding a good preconditioner to solve a given sparse linear system is a combination of art and science. Theoretical results are rare but in spite of expectations some methods work surprisingly well. The Jacobi preconditioner is one of the simplest forms of preconditioning, in which the preconditioner is chosen to be the diagonal of the matrix $A$. There are no limits to available options for constructing good preconditioners. For example, preconditioners can be derived from knowledge of the original physical problems from which the system of equations arises [28].

When the PBCG and N-R methods are combined, in each iteration of the N-R method a new preconditioner is used. Since the tangent stiffness matrix often changes gradually along the equilibrium path in nonlinear analysis of structures, a preconditioner can be used in more than one iteration of the N-R method. In this paper, the inverse of the first tangent stiffness matrix is used as a preconditioner of the other iterations. In other words, the inverting of tangent stiffness matrix is used only at the first iteration which does not need significant computing time. Applying this method results in less computing time compared to the BCG method. If the tangent stiffness matrix changes significantly in the path of equilibrium, the iteration of PBCG method increases, thus a preconditioner should be upgraded and re-
applied to the system of equations. Therefore if the upgrading the preconditioner is required, the inverse of tangent stiffness matrix can be used as a new preconditioner.

4. PRECONDITIONED IMPROVED BCG ALGORITHM

The PBCG algorithm can be explained in a step-by-step procedure as follows:

1. Choose an initial guess \( x_0 \); compute \( r_0 = b - Ax_0 \) and \( r_0^* = b^* - x_0^* A^T \); choose a preconditioner \( M \)

2. Set \( p_0 = M^{-1} r_0 \) and \( p_0^* = r_0^* M^{-1} \)

3. For \( i = 1, 2, 3, \ldots \) calculate the following in stepwise manner:
   a. \( \alpha_i = \frac{r_i^* M^{-1} r_i}{p_i^* A p_i} \)
   b. \( x_{i+1} = x_i + \alpha_i p_i \)
   c. \( r_{i+1} = r_i - \alpha_i A p_i \)
   d. \( r_i^* = r_i^* - \alpha_i p_i^* A^T \)
   e. \( \beta_i = \frac{r_i^* M^{-1} r_{i+1}}{r_i^* M^{-1} r_i} \)
   f. \( p_{i+1} = M^{-1} r_{i+1} + \beta_i p_i \)
   g. \( p_i^* = r_i^* M^{-1} + \beta_i p_i^* \)

h. Repeat steps a-g until convergence is reached; i.e., if \( x_{i+1} \) is close enough to \( x_i \), stop; otherwise, return to step 3

\( Mr \) and \( r^* \) should not be orthogonal. If there is no preconditioning, then \( r \) and \( r^* \) should not be orthogonal (van der Vorst 2003).

Saffari et al. [27] improved the BCG method by changing it so instead of seeking convergence on a tangent path, the equilibrium path is followed until convergence is reached. Classic BCG and improved BCG approaches are schematically shown in Figure 2. Figure 2 shows how the BCG method was improved in such a way that directly solves the nonlinear system of equations and the preconditioned shape of this method is that we use:

\[
\begin{align*}
r_{i+1} &= r_i - f(\delta_{i+1}) \\
\end{align*}
\]

Instead of step 3-c, the algorithm is improved (\( f \) = resultant internal forces).

An iterative method uses an initial guess to generate successive approximations to a solution. The PBCG method has primarily shown that it needs an initial guess \( (x_0) \) in order to start the process, so in the second iteration of the N-R, the answer of the first iteration is achieved. The answer is usually close to the answer of second iteration. If the answer of the prior iteration is used as initial guess \( (x_0) \) for the next iteration, then the equations can be solved by less number of iterations.
5. NORMAL FLOW ALGORITHM

As shown in Figure 3 the normal flow algorithm can accurately follow the equilibrium path of nonlinear problems with multiple limit points and snap-through points. \( \{p\}_i^j \) is the total load on the structure, the \( i \) is the step number and \( j \) is the number of modifying iteration. Mathematically, this is written as

\[
\{p\}_i^j = \lambda_{tot}^j \{p\}_r
\]

(8)

In which, \( \lambda_{tot}^j \) is the factor of total external load and \( \{p\}_r \) is the reference external load vector.

A detailed information and the process of the normal flow algorithm have been represented in reference [9]

\( \psi \) is the vector of the unbalanced forces and a particular solution \( \{v\} \) should be obtained from:

\[
\{ \tau \}_i^{j+1} \{v\} = \Delta \lambda_i^j \{p\}_r - \{\psi\}_i^{j+1}
\]

(9)

In which:

\[
\Delta \lambda_i^j = \begin{bmatrix}
\{u_i\}_i^j & \{\Delta u_i\}_i^j
\end{bmatrix}
\begin{bmatrix}
\{u_i\}_i^j
\end{bmatrix}
\]

(10)
\( \{\Delta u_R\}_j \) is the vector of unbalanced displacements, \( \{u_t\}_j \) is vector of tangential displacement in the converged point.

\[
\{\psi\}_j^{j-1} = \{F_{int}\}_j - \left( \lambda_{conv}^{j-1} + \lambda^{j-1} + \sum_{j=2}^{\infty} \Delta \lambda_{i}^{j-1} \right) \{P_{ij}\}
\]  
\( (11) \)

\( \{F_{int}\}_j \) is the vector of resultant internal force at the nodes. Using the following system equations the vector of unbalanced force is calculated:

\[
[\tau]^{j-1} \{\Delta u_R\}_j = -\{\psi\}_j^{j-1}
\]  
\( (12) \)

The minimum solution of the norm is computed through the following equation:

\[
\{\Delta u\}_j = \{V\} - \frac{\{V\}^T \{u_t\}_j}{\|u_t\|^2} \{u_t\}_j
\]  
\( (13) \)

Where \( \{u_t\}_j \) is the tangential displacement. A direct method of updating is applied such that, the load increment is related to the number of iterations. Using the following relationship the sign of determinant of the tangential stiffness matrix of the previous step is computed.

\[
\lambda_i^{j+1} = \pm \lambda_i^{j} \left( \frac{J_D}{J_M} \right)^\gamma
\]  
\( (14) \)

In which \( \gamma \) is a certain number, \( J_M \) is the number of iterations performed in the previous step and \( J_D \) is the number of iterations assumed at the beginning of the computations.

Figure 3. Normal flow algorithm scheme [27]
6. NUMERICAL RESULTS

In this study, numerical examples are presented and are solved using the Newton–Raphson method and four algorithms discussed earlier. It should be noted that the PBCG method and PIBCG method applied with 3 different preconditioners which was mentioned earlier. The program is written in MATLAB code.

In this article some examples are presented to examine the performance of the method proposed here and to evaluate the result obtained. In order to solve the system of equations, the numerical algorithms are applied to two cases of elastic and inelastic post-buckling analyses of typical and well-known trusses. The CPU time taken by a calculation process can be measured. All examples are solved using a 32-bit Pentium 2.00 GHz processor (Dual core)

Example 1:
The geometry and loading of a geometric truss with 61 nodes and 156 elements are shown in Figure 4. All of elements have equal cross sections. The cross section of all members is $A = 6.5\, \text{cm}^2$ and their moment of inertia is $I = 1\, \text{cm}^4$. The elasticity modulus of the truss members is $E = 6895\, \text{kN/cm}^2$ and $F_y = 400\, \text{kN/cm}^2$. The geometric dimensions of this truss are adopted from Ramesh and Krishnamoorthy [33]. A concentrated vertical load of $P = 8\, \text{kN}$ is applied to the center of dome. The elevation of the space truss is defined by the following equation:

$$x^2 + y^2 + (z + 7.2)^2 = 60.84$$  \hspace{1cm} (15)

For Eq. (14) parameters $\Delta \lambda = 0.01$, $\lambda_{\text{max}} = 1$, $\gamma = 0.1$, $J_D = 2$, $J_{\text{max}} = 100$ are adopted.

Figure 5 shows variation of vertical displacement at central node with the load $P$ obtained in two cases of analysis.

![Figure 4. Geodesic dome truss, dimensions are given in cm.](image)
Figure 5. Load-displacement curves of geodesic dome truss at apex

Table 1 presents a summary of the CPU time taken for application of classic Newton-Raphson (N-R) and four different algorithms, including combination of Newton-Raphson and biconjugate gradient (N-R + BCG), combination of Newton-Raphson and Preconditioned biconjugate gradient (N-R + PBCG), Improved biconjugate gradient (IBCG), and Preconditioned improved biconjugate gradient (PIBCG), in two cases of analysis. It should be mentioned that the PIBCG method and PBCG method with three different preconditioners have been used. These preconditioners include the Jacobi preconditioner (diag) which is chosen to be the diagonal of the tangent stiffness matrix, the invers of first tangent matrix (p1) and a preconditioner which changes in some iteration (p2).

<table>
<thead>
<tr>
<th>Analysis method</th>
<th>preconditioner</th>
<th>Elastic</th>
<th>IPB</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-R</td>
<td>27.5305</td>
<td>48.0764</td>
<td></td>
</tr>
<tr>
<td>N-R+BCG</td>
<td>12.3621</td>
<td>19.5231</td>
<td></td>
</tr>
<tr>
<td>diag</td>
<td>11.3906</td>
<td>18.1975</td>
<td></td>
</tr>
<tr>
<td>NR+PBCG</td>
<td>10.1498</td>
<td>15.8162</td>
<td></td>
</tr>
<tr>
<td>p1</td>
<td>9.4622</td>
<td>14.7228</td>
<td></td>
</tr>
<tr>
<td>p2</td>
<td>9.0356</td>
<td>11.1679</td>
<td></td>
</tr>
<tr>
<td>diag</td>
<td>8.8789</td>
<td>10.3214</td>
<td></td>
</tr>
<tr>
<td>IBCG</td>
<td>7.3568</td>
<td>9.1692</td>
<td></td>
</tr>
<tr>
<td>PIBCG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p1</td>
<td>6.9965</td>
<td>8.9484</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison of CPU Time (sec) for Example 1

Example 2:
The circular dome truss with 168 elements and 73 nodes taken from Thai and Kim [17] is
shown in Figure 6. This space truss is subjected to a vertical load \( P = 8kN \) at the apex. The cross section of all members is \( A = 50.431\text{cm}^2 \) and their moment of inertia is \( I = 52.94\text{cm}^4 \). The elasticity modulus of the truss members is \( E = 2.04 \times 10^4 \text{kN/cm}^2 \) and \( F_y = 25\text{kN/cm}^2 \). For Eq. (14) parameters \( \Delta \lambda_i = 0.01, \lambda_{\text{max}} = 2, \gamma = 0.1, J_D = 5, J_{\text{max}} = 100b \) are adopted.

To compare the performance of five different algorithms, the results of analyses are summarized in Figure 7. Load-displacement curves of circular dome truss at node 2 Table 2. It can be easily seen that less computing time is used by PIBCG algorithm.

Figure 6. Circular dome truss, dimensions are given in cm.
Table 2: Comparison of CPU Time (sec) for Example 2

<table>
<thead>
<tr>
<th>Analysis</th>
<th>Elastic</th>
<th>IPB</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-R</td>
<td>26.8613</td>
<td>87.2952</td>
</tr>
<tr>
<td>N-R+BCG</td>
<td>10.3348</td>
<td>36.1059</td>
</tr>
<tr>
<td>N-R+BCG</td>
<td>10.3348</td>
<td>36.1059</td>
</tr>
<tr>
<td>diag</td>
<td>9.5504</td>
<td>32.8564</td>
</tr>
<tr>
<td>NR+PBCG</td>
<td>8.3961</td>
<td>29.6068</td>
</tr>
<tr>
<td>p1</td>
<td>8.3961</td>
<td>29.6068</td>
</tr>
<tr>
<td>p2</td>
<td>7.7956</td>
<td>27.4405</td>
</tr>
<tr>
<td>diag</td>
<td>7.1967</td>
<td>27.4122</td>
</tr>
<tr>
<td>IBCG</td>
<td>7.1967</td>
<td>27.4122</td>
</tr>
<tr>
<td>diag</td>
<td>6.6814</td>
<td>25.1918</td>
</tr>
<tr>
<td>PIBCQ</td>
<td>6.9661</td>
<td>22.9714</td>
</tr>
<tr>
<td>p1</td>
<td>6.9661</td>
<td>22.9714</td>
</tr>
<tr>
<td>p2</td>
<td>5.5567</td>
<td>21.4912</td>
</tr>
</tbody>
</table>

Example 3:
Schewdeler’s truss, shown in Figure 8 having 264 members and 97 nodes with pin supports at the outer nodes, is taken from the Greco et al. [16]. The axial stiffness for all members is $EA = 640 \times 10^3 \, kN$ and their moment of inertia is $I = 1 \, cm^4$ and $F_y = 25 \, kN / cm^2$.

The truss is subjected to a single central concentrated load. $P = 50kN$

For Eq. (14) parameters $\Delta \lambda^1 = 0.01, \lambda_{\text{max}} = 1, \gamma = 0.1, J_D = 2, J_{\text{max}} = 100$ are selected.
Table 3 shows a summary of the CPU time taken for application of classic Newton–Raphson method and four other algorithms discussed earlier, in 2 cases of analysis.
Figure 8. Schewdeler’s dome truss, dimensions are given in cm.

Figure 9. Central node vertical load–displacement

Table 3 shows that minimum computing time are related to the PIBCG algorithm.
Figure 8. Schewdeler’s dome truss, dimensions are given in cm.

Figure 9. Central node vertical load–displacement

Table 3: Comparison of CPU Time (sec) for Example 3

<table>
<thead>
<tr>
<th>Analysis</th>
<th>method</th>
<th>preconditioner</th>
<th>Elastic</th>
<th>IPB</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N-R+BCG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR+PBCG</td>
<td>diag</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>p2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IBCG</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

Most of the conventional techniques for analyzing nonlinear structures are inefficient and time-consuming. A new method was presented to analyze nonlinear structures in order to achieve lower computing time without losing accuracy. The proposed method analyzes structures with complex behaviors, including unloading, snap-through buckling, and inelastic post-buckling analyses. Applying iterative methods reduces the computing time significantly while the accuracy of the solution is at a desirable level. In this work, preconditioning techniques are applied to the BCG and IBCG method. It was shown that applying a suitable preconditioner in the PBGC and PIBCG method results in the best performance among all the five studied methods. A computer program was developed based on the algorithm discussed in this paper. Developed computer program was used to analyze different numerical examples. In fact, a lot of numerical tests were performed to show the ability of the proposed algorithms. Results indicate that applying the suggested preconditioner provides a useful practical means for nonlinear analysis of large structural problems.
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